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Introduction: 

“Man is created of haste…” Al Quran 21:37 

It is human nature to find ways to do more with less 

and faster. This instinct is at the root of all advances 

and inventions that resulted in the Industrial Revo-

lutions (IR). The first industrial revolution in 1760 

marked the development of the steam engine. Then 

the mass industrial production and electricity, auto-

mation, and electronics denoted the second and the 

third industrial revolutions. Currently, the 4th indust-

rial revolution (4IR) is upon us. With the advance-

ments in information technology and the emergence 

of Artificial Intelligence (AI), boundaries have blu-

rred between the physical, digital, and biological 

worlds. AI, synonymous with the 4IR, encompasses 

a wide range of applications of data sciences into a 

broad scope of functionalities and data-driven pred-

ictions in our daily lives, including healthcare.  

Artificial Intelligence (AI) is not new to the practice 

of medicine. Simple examples of IA in healthcare are 

a handwritten flow chart of patient triage in an eme-

rgency department, or stratifying the risk of hip frac-

ture based on the severity of osteoporosis. These 

tools share three common elements: input data, the 

formula of calculation (Algorithm), and the output or 

the answer. In the case of patient triage, the input data 

is the patient condition, the algorithm includes the 

measurable (vital signs) factors of risk stratification 

as to how long a patient can safely wait, and the out-

put is an urgency-based rank order of patient queue.  

The ability to forecast the future accurately is of great 

benefit in every walk of life. In business, for instance, 

forecasting provides the ability to render data-driven 

financial and operational decisions, and develop fut-

ure strategies. In healthcare, data form the basis of 

evidence-based medicine. Clinical informatics and 

predictive analytics help in the early identification of 

patients requiring interventions.  

In the fast-changing world of AI, some of the detail 

discussed below may have changed by the time this 

review is printed. But the fundamentals will remain 

the same for some time to come. 

The purpose of this review is to describe, for non-

expert computer users, some basic concepts in AI, 

and introduce common AI applications in healthcare. 

The readers will be able to better understand AI liter-

ature, some may become interested in research to 

develop innovative healthcare AI applications for 

their environment.  

A Short History of Artificial Intelligence: 

Alan Turing (1912-1954), an English mathematician 

and computer scientist first introduced the concepts 

of algorithm and computation for what was then 

called the Turing machine. It is considered the first 

general-purpose computer1. Thus, Turing is widely 

considered the father of theoretical computer scie-

nce2. Turing first conceptualized AI. In a 1948 lec-
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ture in London, he stated “What we want is a mac-

hine that can learn from experience,” and that the 

“possibility of letting the machine alter its instru-

ctions, and provides the mechanism for this.” 

The term Artificial Intelligence was first coined in 

1956 by John McCarthy (1927-2011) of Dartmouth 

College, New Hampshire, USA. He also, for the first 

time, introduced programming languages, developed 

a time-sharing computer operating system, and wor-

ked on making computers understand or mimic 

human common-sense decision-making. McCarthy 

is considered a founding father of Artificial Intellig-

ence along with Alan Turing3. 

The program that first demonstrated the ability of 

computers to learn (Machine Learning) could play a 

game Checkers (or game of Draft) against humans. 

The Checkers software program was written by Art-

hur Samuel in the year 1952 for an IBM prototype 

computer4.  

Then for several decades, due to paucity of research 

funding, AI remained merely a topic of science fic-

tion movies. Then in 1997, AI captured everyone’s 

imagination when an International Business Mach-

ines (IBM) computer called Deep Blue defeated the 

reigning world chess champion and grandmaster 

Gary Kasparov in a six-game match5. This event was 

billed as a triumph of IA technology and a major 

public relations success for IBM. Later the develop-

ment of new classes of computer chips and program-

ming languages, and the emergence of the Internet of 

Things (AoT) catapulted IA into its current status.  

Definitions and Short explanation of commonly 

used AI terms  

Artificial Intelligence (AI): AI is an approach to 

make a computer, a robot, or an electronic product to 

demonstrate human-like intelligence of rational thin-

king, learning from experience, and problem-sol-

ving6. AI is virtually synonymous with Machine Lea-

rning (ML), Deep Learning (DL), and Artificial Neu-

ral networks (ANN) (Fig.1). Artificial intelligence is, 

therefore the practice of using algorithms to analyze 

data, learn from it, and then decide or predict about 

something in the world. 

Figure 1: Artificial Intelligence (AI) and its bran-

ches Machine Learning (ML) and Deep Learning 

(DL). The terms, AI and ML may be used synon-

ymously. 

Processing Unit and Core: A processing unit is an 

electronic circuit inside the computer that executes 

instruction to perform computing operations, arith-

metic, logic, control, data input and result output. A 

core is a unit inside the processing unit that receives 

and executes instructions. The larger the number of 

and the speed of each core, the faster will be the com-

puter. A central processing unit (CPU) is used in all 

traditional computers. The AI enabled-computers 

(AIEC) use Graphics Processing Units (GPU) in 

place of CPU. GPU was originally developed for 

computer gaming that requires very fast parallel pro-

cessing so that each pixel value can be processed by 

each core. Included in the category of GPUs are Ten-

sor Processing units (TPU). The GPU and TPU with 

10-4,000 cores are several folds faster than the CPU 

2-18 cores. For instance, if the CPU handles tens of 

operations per cycle, GPU can handle tens of thou-

sands of operations per cycle and the TPU up to 

128,000 operations per cycle7. It is estimated that the 

computers of today are about 30 million times faster 

than those in the 1960s. 

Programming language: Just as English Grammar 
and syntax govern the meanings of the spoken and 
written communication, similarly, a computer prog-
ramming language allows for clear-cut instructions 
to the computer on what specific tasks to perform and 
in what sequence so that an algorithm can run on  
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a computer. The language is written in numbers, let-
ters, or pictures called codes, that computers have 
been programmed to identify as instructions to per-
form specific tasks. Python is the most commonly 
used programming language for writing AI algori-
thms. Lisp, prolog, Java, and C++ are some of the 
other languages in use8,9. 

Algorithm: An algorithm is a step-by-step, rule-

based clear-cut instruction, in the form of codes, for 

the computer to execute certain computing tasks or 

solve a problem10.  

Smart Devices: A smart device is a gadget that is 

connected to other devices and the internet and has 

some memory. These are smartphones, thermostats, 

health monitoring devices, navigation systems, self-

driving cars and many more. Smart devices are ubiq-

uitous around us.  

Internet of Things (IOT): IOT is an ecosystem of a 

vast network of smart devices connected wireless- 

sly with each other and with the Internet. As stated 

above, these include devices of communication, tran-

sportation, home appliances, and all fields of bus-

iness and government agencies (Fig.2). Smart dev-

ices can transmit data to the gateway of IoT. From 

the gateway, the data is available for processing 

locally or sent to the Cloud for further dispensation. 

An estimated 2.8 quintillion bytes of data is gener-

ated every day by about 17 billion connected devices 

throughout the world11.  

Figure 2: Locations and the origins of data from 

Smart Devices in the ecosystem called the Internet of 

Things (IoT). Smart Devices generate data with a 

unique Identifier for collection and processing. 

Big data: Big data is a field of computer sciences that 

deals with the data gathered through the IoT, and 

analysis of that collected data sets that are too large 

and complex to be dealt with by the traditional proc-

essing approaches. Big data analytics provides ins-

ight into structured and unstructured data such as 

medical records, email, customer databases, social 

media sites, jet engines and like12. Big data has cer-

tain characteristics (Fig.3). These features allow the 

data to be analyzed for machine learning projects, 

predictive modeling in business, and other advanced 

analytics. 

 

Figure 3: Eight characteristics of Big Data. 

Volume: Any data above gigabytes is considered big 

data. It could be petabytes, terabytes, exabytes in 

size. This data is too big to be processed by traditi-

onal computers. 

Value: Value in terms of business insight out of the 

data. 

Veracity: Trustworthiness of the data source and its 

fitness for processing. 

Viscosity: Does that stay and conveys a message. 

Visualization: The process of displaying data with 

charts, graphs and other visual forms. 

Virality: Does the data convey a succinct message 

after processing. 

Variety: Data is from various sources and of asso-

rted types, structured, unstructured, semi-structured, 

or even very complex structured . 

Velocity: Velocity means the speed of data generat-

ion, delivery and analysis. 
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How is Traditional Computer Different from the 

Artificial Intelligence Enabled Computer (AIEC): 

The traditional computers perform a descriptive ana-

lysis of data while the AIEC executes predictive 

analysis. With the traditional computers, the algor-

ithm does not change with operations, variation in the 

input is reflected by a change in the output. With 

AIEC, there is a departure from the input-an algori-

thm-output sequence, the data interacts with the alg-

orithm that learns in the process (Fig.4). Many AI 

algorithms have the capacity, not only to learn from 

data but also to generate new algorithms. There are 

many models of data/algorithm interactions, discus-

sed below. 

 

Figure 4: Difference in relationships between Data-

Algorithm-result in Conventional versus Artificial 

Intelligence Enabled Computers. 

The convergence of three elements have led to the 

emergence of AI-enabled computing:  

i) Very high-speed data processing units (GPU, 

TPU),  

ii) Huge amount of data from the Internet of 

Things (IoT), and  

iii) Development of superior computing langu-

ages such as Python, Java, Lisp, etc.  

These elements allow the AIE computers to process 

a colossal amount of data in a short period.  

Labeled and Unlabeled data: Labeled data comes 

with a tag or an identifier, such as a name, a charact-

eristic, or IP address. Unlabeled data has no tag for 

examples photos, audio recordings, tweets or news 

items. 

Machine learning (ML): Machine learning is a subset 

of AI and an umbrella term that includes deep lear-

ning (DL) or artificial neural network (ANN)13. ML 

is the study of processes by which computer algori-

thms can learn by repeated exposure to the problem-

specific training or past data. When training is repe-

ated thousands or millions of times, the algorithm 

learns to predict and perform tasks when presented 

with unknown data. There are several approaches to 

training the algorithms of ML, depending upon the 

task at hand. The following 3 types are most 

commonly employed (Fig.5).  

Figure 5: Three types of Machine Learning (ML). 

Each type ML is used to solve specific problem. Sup-

ervised and Unsupervised ML are most commonly 

used. Reinforced ML is most complex of the three 

types. 

i) Supervised ML training is done on the labeled 

data. For example, input a photo of a cat and 

“tell” the computer it is a cat (Fig 6A). Thousands 

of labeled pictures of different cats are input into 

the computer until the algorithm learns to corre-

ctly recognize when shown an unlabeled photo of 

any cat. Supervised training is used for automatic 

labeling for classification and regression. ML tra-

ined algorithm is used for making, data based, 

future prediction, and eliminates the need for lab-

orious work of manual classification of data.  

ii) In unsupervised ML, only unlabeled data is input 

into the computer. The algorithm is designed to 

identify the similarities in data and group them 

into matching clusters (Fig 6B). Clustering and 

correlation techniques may be used for market 

research, image processing or to detect popula-

tions at risk for disease outbreaks. 

iii) With Reinforcement (or semi-supervised) learn-

ing, part of the data is labeled, part is not (Fig 

6C). The machine learns by feedback to maxi-

mize cumulative, net score. The algorithm learns 

in an interactive environment where a correct 

answer is rewarded with a positive score. If the 

result is not correct, training is repeated until the 
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desired accuracy is obtained. Thus, the ML algo-

rithm becomes “smarter” over time. Some exam-

ples where applications of reinforcement lear-

ning are; Robotics, aircraft controls, and cha-

tbots14.  

 

Figure 6: Three types of Machine Learning (ML). A) 

Supervised learning is used for task driven analysis 

for classification and regression. B) Unsupervised 

learning employed for data driven clustering. C) In 

Reinforced learning, the algorithm learns by reac-

ting to the data environment. 

Deep Learning (DL): DL, a branch of ML is pri-

marily used for image recognition and analysis.  

DL is synonymous with Artificial Neural Network 

(ANN) which is inspired by the interconnections of 

the neurons in the human brain. The hardware of the 

ANN is made up of dozens, or more, interconnected 

layers of artificial neurons or “percepton”. Each neu-

ron consists of multiple nodes (Fig 7). All nodes of 

one layer are connected with each node in the sub-

sequent layer. The transmitted information via each 

connection is digitally weighted. This continues until 

the entire data passes through all the nodes of each 

layer from the input to the output layer, including the 

hidden layers in between. Thus, a very complex com-

putational matrix is formed where no two connec-

tions transmit identical data. If the final output result 

is inaccurate, then through a process of “back propa-

gation”, the weightage of the nodal connections is 

adjusted until the neural network is optimized to gen-

erate the correct result. This is how the ANN learns 

from the feedback. ANN are customizable depending 

on the need of the enterprise. Of the several types of 

the ANN for DL, the two most commonly used are, 

convolutional neural network (CNN) for static image 

processing and recurrent neural network (RNN) for 

analyzing videos15. CNN models are used for autom-

ated detection and interpretation of the medical ima-

ges, in radiology, ophthalmology, pathology, cardio-

logy, and dermatology (Fig.8).  

 

Figure 7: Introduction to ANN. depicts a node, 

each column of .  represents an artificial neuron. 

Connecting lines indicate transmission of data forw-

ard. Each connection is uniquely weighted. The hid-

den layer is called “Hidden” because their function 

is not directly observable from the systems inputs and 

outputs. 

 

Figure 8: Object Detection: Image processing by 

Convolutional Neural Network. 

(Research Gate 2018 10.13140 / RG.2.2.34552. 

96002.) 
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One major difference between ML and DL algorit-

hms is that in ML algorithm the data is input after 

feature extraction, with DL feature engineering is 

done automatically by the algorithm (Fig.9). 

 

Figure 9: Data Processing Schemes in Machine 

Learning (ML) versus Deep Learning (DL): In ML 

the relevant features of the data are extracted and 

presented to the ML algorithm for processing. In DL 

the algorithm extracts the relevant features by itself. 

It is important to conceptualize that ML and DL are 

not just two techniques to process data or images for 

predictive analysis within AI. Each ML and DL, as 

terms, represent large groups of assorted sets of mat-

hematical formulas and techniques used in AI. Each 

of these are applied to train algorithms for intended 

functions and outcome. In practice data scientists 

determine which ML or DL technique or formula 

may be used to solve business problems requiring 

regression, classification, forecasting, clustering ass-

ociations, or medical images and video analysis. 

Chatbot: Chatbot also called Bot, is an artificial intel-

ligence program that makes possible conversation 

between humans and computers. The program can 

interpret a text or voice question by natural-language 

Processing (NLP), via ANN. Chatbot software inter-

prets the words in a query, and provide answers after 

searching the library of answers. Chatbots are also 

called intelligent personal assistants (IPA). “Siri” a 

chatbot of the Apple iPhone is a commonly known 

IPA. “Florence” is an online personal health assistant 

chatbot, providing instant answers to health-related 

questions. In general, health Bots provide valuable 

support to physicians, nurses, therapists at the point 

of care, and to patients and families in health and ill-

ness. They offer instant and usually, accurate medical 

information. Overall, there are over 300,000 Chat-

bots in use at this time 16. During the COVID-19 pan-

demic, many organizations turned to chatbots to red-

uce the burden on overworked staff and afford timely 

service to patients. In the future, patients with com-

mon ailments will probably consult health bots first. 

Based on the patient’s condition, the bot will call an 

ambulance, transfer the case to emergency departm-

ent or schedule a visit to the doctor’s office 17,18. 

Decision Support: A decision support system (DSS) 

is an ML-based AI program. DSS is used to arrive  

at data-based optimal and informed decisions in a 

variety of fields. Clinical Decision Support System 

(CDSS) assists doctors and nurses in making evi-

dence-based decisions in clinical care according to 

the agreed protocols or prevailing practice. This pra-

ctice reduces errors and improves patient access to 

healthcare. In business, DSS facilitates a variety of 

functions, such as loan verification, bids evaluation, 

or assessing agricultural production19. 

AI technology in healthcare: AI technology helps to 

enhance virtually every domain of healthcare ranging 

from health maintenance, medical practice, surgical 

procedures, education, research, drug discovery, 

quality and error reduction, to administration, finan-

ces, planning, biomedical engineering, universal hea-

lthcare, to name a few. 

AI tools allows doctors, nurse and other paramedical 

staff make fast and accurate clinical decisions. For 

instance, image based early diagnosis of stroke, pne-

umonia and cancer, or diagnosis of acute coronary 

artery occlusion by AI based interpretation of elec-

trocardiography, and detection of cervical cancer by 

automated pap smear analysis. AI technology is ava-

ilable to develop customized algorithms for disease 

prevention such as tuberculosis, diabetes, cardiovas-

cular disease. AI predictive analytics can save lives 

by performing risk assessment of maternal and child 

perinatal morbidity and mortality. An AI-based exp-

ert system has been shown 77% sensitivity and 95% 

specificity in predicting infantile asphyxia requiring 

resuscitation 20.  

At the public health level, AI-based techniques are 

able to track infants, using fingerprint technology to 
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ensure proper vaccinations14. Point of care diagnosis 

can be important in the early detection of disease 

outbreaks and AI-based automated clinical diagnosis 

of multiple conditions from dengue fever to cataracts 
21-24. 

Some Common AI Applications in Healthcare 

Health Monitoring and Sensing: Smart wearable dev-

ices such as commercially available “Fitbit” (fitbit. 

com, San Francisco, CA) automatically monitor and 

display vital signs and can track physical activity, 

calories spent, quality of sleep and breathing, and 

give feedback to users or transmit the data to doctors 

or instructors, thus affecting improved health out-

come. The users of wearable devices can stay motiv-

ated individually challenged for competing with self 

or others. Incorporating monitoring devices in an int-

egrated and intelligent health system can ensure that 

those living at home are not abandoned from surve-

illance25. 

AI in intensive care units: ML enables predictions of 

morbidity and mortality in ICU based on the accu-

mulated historic data from the network of interc-

onnected monitoring devices from the ICUs of a 

region or country. Analysis of these data assists in 

calculating risk scoring for the severity of illness and 

probability of mortality. These predictions assist in 

preempting therapeutic measures for at-risk patients 

for improved outcome. ANN trained on data from a 

big network of ICUs can be implemented, or cust-

omize for a smaller network or even for a specific 

ICU for predictive analytics. These can form the 

basis of developing management protocols26. 

Radiology and IA: AI algorithms can be program-

mmed to perform real-time electronic surveillance 

and help improve service in many ways; automa-

tically place urgent studies at the top of the list of 

cases to be reported, communicate significant find-

ings to the referring physicians, facilitates audit by 

randomly selecting cases for double read and che-

cking for the technical excellence of the images, and 

create ongoing performance reports on the radiology 

staff. All the aforementioned AI functionality posit-

ively influences the success of the department of rad-

iology and teleradiology service 27. In general, sol-

utions for the practice and management of radiology 

services are also applicable to teleradiology. 

Among the medical specialties, medical imaging has 

probably benefitted the most from advancement  

in computer sciences. Computer-aided detection 

(CAD) and diagnosis, 3-D and 4-D image recons-

truction, segmentation, virtual reality, and functional 

imaging are some of the AI-based advances in rad-

iology28.  

An AI startup, Nines, has developed an AI-based tool 

that can diagnose intracranial hemorrhage and detect 

a mass effect on brain CT scans without involving a 

radiologist29. Such applications not only relieve the 

growing workload on radiologists, address the shor-

tage of their radiologists but also improve timely 

management of critically ill patients.   

AI in Ophthalmology, Histopathology, and Der-

matology: Digital retinal image acquisition and 

analysis using Convolutional Neural Network 

(CNN) permit rapid and automated diagnosis of 

diabetic retinopathy30. Trained CNN is capable of 

performing the classification of histopathology ima-

ges into malignant and benign tissue and diagnose 

subtypes of cancer. As the AI performs tissue differe-

ntiation, it learns to improve performance.   

Similarly, dermatological diagnosis is based on vis-

ual perception. Training of ANN models with digital 

images of skin conditions has been successfully per-

formed to diagnose cancers, psoriasis, atopic der-

matitis, onychomycosis and the like (Fig. 9). 

With research, diagnostic applications of AI in med-

ical subspecialties are increasing in accuracy and 

scope. General practitioners and nurses, with a little 

training, can use these tools for subspecialty level 

diagnoses. These applications are of particular ben-

efit to patients in remote areas, and LMIC where 

access to specialists may be limited31, 32. 

Robotics in Healthcare: Robots were first emp-

loyed in car manufacturing in 1961. Later Robots 

were built to perform other repetitive and hazardous 

functions such as handling of unsafe materials, pick-

ing and packing crops, firefighting, and bomb dis-

posal33. 

In healthcare, robotics surgery began in the 1980s 

with the invention of Robodoc (Integrated Surgical 

Systems, Sacramento, CA), an image-guided orth-

opedic robot for hip replacement. Currently, robot-
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assisted surgery is performed on virtually all organ 

systems, including the heart and brain using robotic 

systems. Da Vinci Robotic Surgical System (Int-

uitive Surgical System, Sunnyvale California) has 

been in use since 2000 for multiple surgical proc-

edures. By 2020 over 750,000 robotic surgeries have 

been performed on this system.  It is estimated that 

within 10-15 years fully autonomous surgical robots 

are very likely to become operational34. Nonsurgical, 

assistive, and nursing robots have been developed for 

performing personal tasks to help deliver care to the 

elderly and the disabled. Aethon’s TUG is an auto-

nomous mobile Robot used in hospital premises  

to deliver medications, laboratory samples, and other 

sensitive items and documents. These robots navi-

gate hospital building by communicating with eleva-

tors, fire alarms, and automatic doors. Other hospital 

Robots perform tasks like monitoring hospital syst-

ems, collect and analyze data from health monitors. 

Currently, surgical robots are very expensive, but 

with time they are expected to become increasingly 

intelligent and affordable.35,36 

Monitoring and Sterilizing Healthcare Environment: 

Infection control is a challenge in hospital envir-

onments across the world. Fluorescent Ultraviolet 

(UV) light sources were used to sterilize spaces in the 

past. Currently, more powerful UV light-emitting 

diodes (UVD ) carrying robots are in use to eliminate 

pathogens from the healthcare environment. Rese-

arch is being conducted to develop sensing devices 

to detect and classify pathogens to assist with infe-

ction control in the community and healthcare fac-

ilities37. 

AI and Drug discovery and development: The 

relationship between the chemical structure of a drug 

and its biological action can be depicted by a math-

ematical formula. These formulas, as bioinformatics 

tools, can be used in a computer simulation, and  

to train the ANN that helps to shorten the drug disco-

very process. The recurrent neural networks (RNNs), 

the convolutional neural networks (CNNs) and the 

molecular graph-based neural networks (MGNNs) 

play pivotal roles in the development of new drugs 

by incorporating the information of the molecular 

structures into the computer models. These models 

can help the machines to analyze the rules directly 

and comprehensively. In addition, these processes 

can be trained in the qualitative and quantitative AI 

models, and can also cover the areas of ligand-based 

drug design, de novo drug design, and receptor-based 

drug design38. Thus, AI modeling by ANN can help 

to significantly reduce the time and resources requ-

ired in drug development. 

Virtual Personal Physician: Dr.AI (HealthTap, Mou-

ntainview, California), a virtual personal physician, 

is powered by artificial and emotional intelligence. 

This AI program has been trained by the input of over 

100,000 doctors and millions of patients’ queries. Dr. 

AI can hold empathetic consultations with patients 

about their health, and provide explanations for their 

symptoms. Based on the patients’ symptoms, age, 

and gender, the Dr.AI offers possible diagnoses, sug-

gests medications, and discusses other relevant asp-

ects of the patient’s wellbeing. After an initial cons-

ultation, if desired, the patients can talk to a real 

doctor right away. The Dr.AI continually improve 

performance as more and more users query the pro-

gram39.  

Babylon Health of the United Kingdom has rolled 

out a similar program of digital consultation, where 

users can enter their symptoms into an app. If nec-

essary, the app asks some questions and advises the 

patient whether they should go to the emergency 

department, urgent care, or wait to seek an appoi-

ntment with their primary care physician. The app 

also schedules the earliest available appointment 

with the doctor40. Programs and applications with 

variations on this theme are mushrooming around the 

world. 

AI in Mass Casualties: In mass casualties and major 

disasters there is always a relative shortage of med-

ical staff for the number of patients requiring atten-

tion. Some patients need immediate lifesaving inte-

rvention. Therefore, accurate triaging is critical to the 

overall survival of the victims. Kim et al have dev-

eloped a triage model that, using wearable devices, 

can efficiently and accurately triage patients without 

the involvement of medical personnel. Using mac-

hine learning algorithms, the system uses the pat-

ient’s age, vital signs and continuously monitors the 

consciousness index for accurate triaging. Such appl-

ications can be usefully employed in the very busy 

emergency departments of today41.   

AI in Universal Health Coverage (UHC): The 

General Assembly of the United Nations in 2015 
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adopted a resolution entitled “Transforming our 

world: the 2030 Agenda for Sustainable Develo-

pment” consisting of 17 Sustainable Development 

Goals (SDG’s)42. The SDG-3 resolves to Ensure 

healthy lives and promote well-being for all of all 

ages. Contained within SDG-3 is a stated goal to 

“achieve universal health coverage including fina-

ncial risk protection, access to quality essential healt-

hcare services and access to safe, effective, quality 

and affordable essential medicines and vaccines for 

all”. Achieving UHC is a colossal undertaking, par-

ticularly for the low- and middle-income countries.  

It is known that patients in rural areas, in general, are 

half as likely to have access to care as their urban 

counterparts. But health technology research and 

innovations are developing health maintenance and 

delivery applications for common use at affordable 

costs. Governments and health ministries in the 

LMIC are beginning to, albeit slowly, deploy data 

sciences, computer connectivity, and technology to 

enhance national health systems to bring universal 

health coverage (UHC) within reach.   

The adoption of AI telehealth, bourgeoned by the 

COVID-19 pandemic, is fast becoming an integral 

part of healthcare systems all over the world. During 

the current pandemic, a shift of care to AI telehealth, 

not only acted as a major mitigator of viral transm-

ission but also provided improved access to the rural 

areas as well.  

To leverage the full potential of AI technology, there 

needs to be an investment in upskilling healthcare 

professionals in new technologies and change the 

way the medical students are trained. WHO esti-

mated worldwide deficit of 12.9 million skilled hea-

lth professionals by the year 203543,44. This is a com-

pelling reason to find innovative and cost-effective 

ways to deliver care using AI healthcare technology. 

Will AI Replace Doctors? : Some AI enthusiasts 

surmised in 2016, that healthcare should stop training 

radiologists because, “ ……….it’s just completely 

obvious that within five years, deep learning is going 

to do better than radiologists”45. But pragmatists 

have argued that the role of AI in radiology, path-

ology, and healthcare in general, will be supportive, 

bringing proficiency to the care health workers del-

iver in preventive, diagnostic, treatment, and proce-

dure domains. Hundreds of AI healthcare companies 

around the world are developing AI healthcare pro-

grams, yet, five years following the above statement, 

no doctor has been replaced by AI. Instead, there 

remains a worldwide shortage of doctors, especially 

radiologists. AI is unlikely to replace physicians, but 

it seems certain that physicians who can use AI to 

their advantage will replace those who do not. The 

role of the AI is to enhance doctors' intelligence by 

providing decision support, instant knowledge at the 

point of care, and support for many administrative 

and financial functions46, 47. 

Comments: 

In this report, an attempt has been made to introduce 

Artificial Intelligence to the medical community by 

imparting some basic concepts. Based on this, und-

erstanding of the current status, future progress, and 

research opportunities can be developed. The appli-

cations of AI in healthcare have been briefly intr-

oduced above. Each subheading can be elaborated 

into a book chapter. This was beyond the scope of the 

review. 

Computer terminology can be daunting for, even the 

educated non-computer scientists. Many senior phy-

sicians consider artificial intelligence as a subject 

confined to information technology, separate from 

healthcare. In reality, computers have been used in 

medicine since 1961. In 1967 Computed Tomogra-

phy was introduced into medicine revolutionizing 

diagnostics48. Since then, digital images and data 

analyses in medicine have ridden the crest of rapid 

evolution in computer sciences, and permeated every 

field in healthcare: prevention, diagnosis, manage-

ment, procedures, administration, planning, public 

health, health policy, global health, and universal 

health coverage and more. 

Based on the projections and possibilities, it seems 

clear that AI is still in its infancy. In 2016, AI-related 

technologies added $ 600 million to the global eco-

nomy. This figure is estimated to rise to $ 15 Trillion 

by the year 2030. Under the current circumstances, 

the economic boon will occur mostly in the HIC49. 

But early adoption of AI by LMIC has the potential 

to provide big dividends, not only to healthcare but 

also to national economy. To adopt AI, public and 
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private data must be digitized. A dearth of digital 

data and paucity of computerization is a roadblock in 

deploying AI technologies. The scarcity of digital 

data can be considered as a challenge, to find ways 

to develop AI application using smaller data sets. 

Despite all the potential and realized benefits, AI is 

not a silver bullet for the society. Many related issues 

still need to be addressed. Consensus is yet to emerge 

on privacy boundaries, ethical issues, or intellectual 

rights. Serious issues of racial bias in AI-based dec-

ision-making programs allegedly exist in the judic-

iary and banking. Snags have been identified where 

racial and social class bias have been baked in to the 

aforementioned programs, the biases of the progr-

ammers. Attacks on AI run public utilities, install-

lation of national security, and contamination by 

computer viruses are currently becoming hard to def-

end against50.  

Many prototypes of AI programs developed in public 

and the private sectors that perform well in research 

laboratories, often cannot be translated, commerce-

alized, or deployed for routine use. Increasing the use 

of AI in healthcare requires constant change, that in 

itself can be attended with challenge: systems bec-

ome obsolete (“software erosion”) and companies go 

out of business, requiring expensive replacements of 

software and hardware. 

In theory, AI brings efficiency in care delivery, but 

in many societies, patients might find it difficult to 

trust a computer consultation in place of face to face 

interaction, but needs can change behavior. 

AI is here to stay to bring about quantum advance-

ment for humanity. One of the most advanced AI-

based automation is a YouTube video entitled “gpt-

interview”. Readers are advised to watch it51.  

The limitations of the paper are that this review is not 

meant to be an exhaustive review of the subject 

matter or for the students of computer sciences. It is 

meant to impart some basic concepts to health wor-

kers so they can build on the information provided. 

Each section on the AI applications in healthcare is a 

short introduction to the subjects, in order to stim-

ulate readers’ curiosity. The medical and subspec-

ialty literature is galore with scientific articles. For 

instance, over 6,000 articles have been published in 

Radiology alone in the last 10 years. For researchers 

and students, the AI field is wide open for discovery. 

Acknowledgment: 

The author is indebted to: Ms. Alisha A. Hussain for 

help with illustrations, and to Drs. Fareed Suri and 

Junaid Kalia of the APPNA-MERIT committee for 

advice and encouragement. 

Conflict of Interest: None. 

References: 

1. Sipser, Michael (2006). Introduction to the Theory 

of Computation. PWS Publishing. ISBN 978-0-

534-95097-2.  

2. Beavers, Anthony (2013). “Alan Turing: Mathe-

matical Mechanist”. In Cooper, S. Barry; van 

Leeuwen, Jan (eds.). Alan Turing: His Work and 

Impact. Waltham: Elsevier. pp. 481-485. ISBN 

978-0-12-386980-7.  

3. Roberts, Jacob  “Thinking Machines: The Search 

for Artificial Intelligence”. Distillations.2016, 2 

(2): 14-23.  

4. Schaeffer J, Burch N, Björnsson Y, Kishimoto A, 

Müller M, Lake R, Lu P, Sutphen S. Checkers is 

solved. Science. 2007,14:317-321. 

5. https://en.wikipedia.org/wiki/Deep_Blue_versus 

_Garry_Kasparov. 

6. https://www.britannica.com/technology/artificial-

intelligence. 

7. https://iq.opengenus.org/cpu-vs-gpu-vs-tpu 

8. Prat, C.S., Madhyastha, T.M., Mottarella, M.J. et al. 

Relating Natural Language Aptitude to Individual 

Differences in Learning Programming Languages. 

Sci Rep 10, 3817 (2020). https://doi.org/10.1038/ 

s41598 -020-60661-8 

9. Ray PP, “A Survey on Visual Programming Lang-

uages in Internet of Things”, Scientific Program-

ming, vol. 2017, Article ID 1231430, 6 pages, 2017. 

https://doi.org/10.1155/2017/1231430.   

10. https://mathvault.ca/math-glossary/ The Definitive 

Glossary of Higher Mathematical Jargon–Algo-

rithm”. Math Vault. 

11. Amorperez E, How to manage complexity and 

realize the value of big data. Smarter Business 

Review. May 28, 2020.) 

12.  Rubinstein Z. Taxing Big Data: A Proposal to 

Benefit Society for the Use of Private Information, 

Fordham Intell. Prop. Media & Ent. Law .Journal. 

2021; 31: 1199-1247. 



Annals of King Edward Medical University 

July  September 2021 | Volume 27 | Special Issue | Page 353 

13. Fomin V (2021). The shift from traditional comp-

uting systems to Artificial intelligence and the 

implications for bias, Chapter in Smart Technol-

ogies and Fundamental Rights Published by Brill, 

2021; 316-333. 

14. Thrall JH, Li X, Li Q, Cruz C, Do S, Dreyer K, 
Brink J. Artificial Intelligence and Machine Lear-
ning in Radiology: Opportunities, Challenges, Pit-
falls, and Criteria for Success. J Am Coll Radiol 
2018;15:504-508. 

15. (16)https://www.future-science.com/doi/full/ 

10.4155/fmc-2019-0118. 
16. https://medicalfuturist.com/top-12-health-

chatbots/.   
17. https://florence.chat/) (https://venturebeat.com/ 

2018/05/01/facebook-messenger-passes-300000-
bots/. 

18. https://www.redapt.com/blog/healthcare-profess-

ionals-turn-to-health-bots-for-support-through-

covid-19. 

19. https://searchhealthit.techtarget.com/definition/ 

clinical-decision-support-system-CDSS. 

20. Wahl B, Cossy-Gantner A, Germann S, Schwalbe 

NR. Artificial intelligence (AI) and global health: 

How can AI contribute to health in resource-poor 

settings? BMJ Glob Health. 2018;3:e000798. 

21. (21)Ali A, Qadir Q, Rasool R, Sathiaseelan A, 

Zwitter A, and Crowcroft A. 2016. Big data for 

Development: Applications and Techniques. Big 

Data Analytics 1, 1 (2016). 

22.  Jain AJ, Arora SS, Best-Rowden L, Cao K, 
Sudhish PS, Bhatnagar A, and Koda,A. 2016. 
Giving infants an identity: Fingerprint sensing and 
recognition. In Proceedings of the 8th International 

Conference on Information and Communication 
Technologies and Development 2018. 

23. Caicedo-Torres W, Paternina A, and Pinzón H. 
Machine learning models for early dengue severity 
prediction. In Ibero-American Conference on 
Artificial Intelligence. 2016 Springer, 247-258. 

24. (24) (24)Chretien JP, Burkom HS, Sedyaningsih 
ER, Larasati RP, Lescano AG,  Mundaca C, Blazes 
DL, Munayco CV, Coberly JS, Ashar RJ, and 
others. Syndromic surveillance: Adapting. 

25. https://aaptiv.com/magazine/benefits-fitness-
trackers 

26.  Lovejoy, Chris & Buch, Varun & Maruthappu, 

Mahiben. (2019). Artificial intelligence in the 

intensive care unit. Critical Care. 23. 10.1186 

/s13054-018-2301-9. 

27. AI Impact on the Teleradiology Market: The 

Signify View: by Alex Green, Published: March 25, 

2020, www.signifyresaerch.net)  

28. Syed A B, Zoga A C.Artificial Intelligence in 
Radiology: Current Technology and Future Dire-

ctions. Seminars in Musculoskeletal Radiology 
2018; 22(05): 540 - 545. 

29. https://www.nines.com/. 
30. Wanjiku Ciku Mathenge, Artificial intelligence for 

diabetic retinopathy screening in Africa. Lancet 
Digital, 2019 (May); 1:e6-e7. 

31. Xu, Y., Jia, Z., Wang, LB. et al. Large scale tissue 
histopathology image classification, segmentation, 
and visualization via deep convolutional activation 
features. BMC Bioinformatics 18, 281 (2017). 

32. Hogarty, D.T., Su, J.C., Phan, K. et al. Artificial 
Intelligence in Dermatology-Where We Are and the 
Way to the Future: A Review. Am J Clin Dermatol 
21, 41-47 (2020). https://doi.org/10.1007/s40257-
019-00462-6. 

33. https://www.hsdl.org/?abstract&did=484061. 

34. Lukasik S, Tobis S, Kropi?ska S, Suwalska A. Role 
of Assistive Robots in the Care of Older People: 
Survey Study Among Medical and Nursing 
Students J Med Internet Res 2020;22(8):e18003. 

35. https://www.davincisurgery.com/ 

36. http://futureof.org/medicine-1-0/the-future-of-

surgery/. 

37. Alan Greene, Claire C Greene, Cheryl Greene. 

Artificial intelligence, chatbots, and the future of 

medicine. Lancet Oncol 2019;20(4):481-482. 

38. Xu Y, Yao H, Lin K. An overview of neural 

networks for drug discovery and the inputs used. 

Expert Opin. Drug Discov. 13(12), 1091-1102 

(2018).(https://www.future-

science.com/doi/full/10.4155/fmc-2019-0118.  

39. https://medium.com/@HealthTap/dr-a-i-

80b4cf06be30. 

40. https://www.babylonhealth.com/. 

41. Kim D, You S, So S, Lee J, Yook S, Jang DP, et al. 

(2018) A data-driven artificial intelligence model 

for remote triage in the prehospital environment. 

PLoS ONE 13(10): e0206006.)[p 

42. United Nations  Resolution adopted by the General 

Assembly, 25 September 2015, Transforming our 

world: the 2030 Agenda for Sustainable Devel-

opment. 

43. Xue-Fang Cao, Yuan Li, He-Nan Xin, Hao-Ran 

Zhang, Madhukar Pai, Lei Gao, Application of 

artificial intelligence in digital chest radiography 

reading for pulmonary tuberculosis screening, 

Chronic Diseases and Translational Medicine, 

Volume 7, Issue 1,2021,Pages 35-40. 

44. Mandavilli A. These algorithms could bring an end 

to the world's deadliest killer. New York Times. 20 

November 2020 (https://nyti.ms/2KnQPu5, ace-

ssed 19 January 2021. 

45. https://www.statnews.com/2019/10/23/advancing-

ai-health-care-trust/. 



Annals of King Edward Medical University 

July  September 2021 | Volume 27 | Special Issue | Page 354 

46. What the radiologist should know about artificial 

intelligence - an ESR white paper, European 

Society of Radiology (ESR)Insights Imaging. 2019 

Dec; 10: 44. Published online 2019. 

47.  Obermeyer Z, Emanuel EJ. Predicting the Future - 

Big Data, Machine Learning, and Clinical Medi-

cine. N Engl J Med 2016; 375:1216-1219. 

48. Lipkin M. Historical Background on the Origin of  

Computer Medicine. Proc Annu Symp Comput 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Appl Med Care. 1984;987-990. 

49.  Frank Holmes. AI Will Add $15 Trillion To The 

World Economy By 2030. Forbes, February 25, 

2019. 

50. Parnas DL, Communications of the Association of 

Computing and Machinery. 2017; 60: 27-3. 

51. www.youtube.com/results?search_query=gpt+3+ 

interview. 


